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Introduction

Explanatory variable
= any variable that is thought to possibly affect the 

outcome

purposely manipulated in the 
experiment - e.g.: Task

NOT purposely manipulated -
e.g.: Age, Gender, IQ, ability 

to perform certain task 
(score)…

An experiment is designed to test the effects of some intervention on one or more 
measures → outcome/ response / dependent variables (typically, HbO/HbR activation)

With the statistical analysis, we aim at explaining the DV in terms of predictors/ 
independent variables / explanatory variables

Covariates
(can be of interest or not)
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Examples in literature (1)

Stojanovic-Radic et al 2014:
• Main goal is to determine differences in the neural activation of the orbitofrontal brain 

region between individuals with multiple sclerosis  and healthy individuals
• Task: n-back

• Only the condition is of interest (0-back 
vs 1-back vs 2-back in the two group)

• But age is also entered in the model 
because individuals in one group are 
much older than the other group

Participants info (Stojanovic-Radic et al 2014)
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Examples in literature (2)

Vassena et al 2019
• Main goal is to compare activation of the 

dorsolateral prefrontal cortex (DLPFC) when 
individuals are mentally preparing for a hard task vs 
easy task

• Task: mental arithmetic (difficult/easy) + several 
questionnaires

• Statistics: several covariates (reaction time, 
performances in executing the task , the difficulty of 
the task…)

• In this case, the effect of the covariates on the 
activation was of interest

From Vassena et al 2019
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Examples in literature (3)

Gemignani et al 2018:
• Main goal was to compare classification accuracies achieved by three different 

algorithms
• Input to the group-level: subject-level classification accuracies
• Additional covariates: Hair color, time of measurement and gender
• In one case, classification accuracy was lower in brown-haired subjects

Results table from Gemignani et al 2018
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This applies at first and second level

→ β for each condition
→ β for each additional covariate

The covariate must have as many 
observations as the timeseries to be 
modeled (at first level: #observations = 
#time samples)

[….]

Subject 1

Subject 2

Subject 3

Subject N

First-level statistics:
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This applies at first and second level

Subject 1

Subject 2

Subject 3

Subject N

β1A, β1B 

β2A, β2B 

β3A, β3B 

βNA, βNB 

Subject-wise additional 
information = covariates

[….]

[….]

(this time: #observations = #subjects)

Second-level 
statistics
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Group-level analysis with covariate

• ANOVA with covariates: ANCOVA (Analysis of Covariance)

• ANCOVA vs Mixed-Effects Model: 

• Ideally, they should yield the same answer

• But Mixed-Effects Models are to be preferred:

– Better account of imbalance in the design (different number of 

participants in the groups, different number of tasks within each 

participant, missing data as a result of discarding bad quality channels)

– Possibility of including random effects, accounting for variability in 

outcome across participants
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Walkthrough with Brain AnalyzIR toolbox

• Download at https://github.com/huppertt/nirs-toolbox/ , unzip and add 

to the matlab path

• Many webinars available in the NIRx Help Center

• Structure of the folder containing the data: 

Subfolder with groups
Subfolders with subjects

Individual nirs file

https://github.com/huppertt/nirs-toolbox/tree/master/%2Bnirs
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 The second option specifies the hierarchy of the root folder

34 subjects per group
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Experimental design

One condition, two different levels A and B

raw(1).draw raw(1).probe.defaultdrawfcn='3D mesh’;

raw(1).probe.draw; 
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Two ways to add further demographic information

1 Hard-code it in the script: 
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Two ways to add further demographic information

2 Use an external csv file 
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Two ways to add further demographic information

2 Use an external csv file 

This method is to be preferred:
• Covariates can be kept independent of the script
• Additional covariates can be added also at a later 

stage of the analysis, e.g. after subject-level 
statistics (job can be run on any data structure, not 
only raw – so for example, you can run it on data 
structure containing subject-level statistics)
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Customize your pipeline and carefully check the default options

Pre-processing and first-level stats
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Pre-processing and first-level stats

35 channels → 140 coefficients

one coefficient (β) for each regressor (two 
levels of condition), for each channel and 
for each component (HbO, HbR):

GLM is mass-univariate analysis
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Pre-processing and first-level stats

Benjamini-Hochberg 
(1995) procedure for 

multiple 
comparisons 

correction (FDR 
correction)
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First-level stats

SubjStats(1).draw('tstat', [-10 10], 'q < 0.05')

• t values (altern: beta)
• In the range [-10 10]
• Only for pFDR<0.05
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The Mixed-Effects module

nirs.modules.MixedEffects()

• Can use any info already stored in the SubjStats variable to build the model 
(both categorical and continuous)

• Model must be defined in Wilkinson-Rogers notation
• Performs mixed-effects analysis (fixed + random factors), based on the 

matlab built-in function fitlme
(https://www.mathworks.com/help/stats/fitlme.html): 

β = 𝐿 · 𝐹 + 𝑍 · 𝑅 + ϵResponse variable 
(βs from first-level)

FIXED FACTORS RANDOM FACTORS

Model for a single channel

https://www.mathworks.com/help/stats/fitlme.html
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The Mixed-Effects module

nirs.modules.MixedEffects()

• In the toolbox, it is implemented as to model all channels simultaneously 

• FDR-corrected p values
• Has options for robust fit (to downweigh the outliers) , to center the variables 

(especially when they have a very different scale) and to apply pre-whitening 
also at second-level (for formulation and details: Santosa et al 2018)

β = 𝐿 ⊗ 𝐼𝑠𝑟𝑐𝑑𝑒𝑡 + 𝑍⊗ 𝐼𝑠𝑟𝑐𝑑𝑒𝑡 + ϵ
FIXED FACTORS

FOR ALL CHANNELS
RANDOM FACTORS
FOR ALL CHANNELS
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The Mixed-Effects module

Included in: nirs.modules.Anova() → performs Mixed-Effects + ANOVA in the same run 
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Formulation
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Formulation
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Formulation

S5-D4

F(1, 9170)= 214.57, p<0.001, pFDR <0.001
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Formulation

Access single models (resulting from fitlme)
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Add new demo: IQ

No need to start over, you can append 
new info to the subject-level statistical 
results
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Add new demo: IQ

Group 1

Group 2

IQ very different between the two groups
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Effect of including IQ
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Effect of including IQ

F(1, 9170)= 214.57, p<0.001, pFDR <0.001

Before including IQ, effect of group for 
channel S5-D4 was:
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Effect of including IQ



32

Effect of including IQ

• Access to single models is very useful to 
look up any other info about the fit 
(goodness of fit measures, model criteria, ..) 
→model selection
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Effect of including IQ

Akaike information criterion (AIC):
without IQ : 26376
with IQ:  26434

Bayesian information criterion (BIC) :
without IQ:26412
with IQ : 26477

• Including the IQ did not improve the model under neither of the criteria 

• Access to single models is very useful to 
look up any other info about the fit 
(goodness of fit measures, model criteria, ..) 
→model selection
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Summary

• Always enter covariates that are known to have correlatation to the outcome variable
• Enter covariates if they are not homogeneously distributed across groups of interest
• Brain AnalyZIR toolbox has methods for Mixed Effects + ANOVA at group level
• Model selection: check the model fit and the model criteria to see if it improves the fit 

(→ then, it is explanatory of the data)
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Recommended resources

• Statistics without math for psychology, by Dancey and Reidy 

• Discovering statistics using SPSS/R, by Andy Field

• Multilevel modelling free online course offered by University of Bristol 

(http://www.bristol.ac.uk/cmm/learning/online-course/)

• Howard J. Seltman’s book “Experimental design and analysis” (freely available at 

http://www.stat.cmu.edu/~hseltman/309/Book/Book.pdf), and in general his 

whole website – it has tons of resources

http://www.bristol.ac.uk/cmm/learning/online-course/
http://www.stat.cmu.edu/~hseltman/309/Book/Book.pdf

